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声 明

本《实践指南》版权属于网安标委秘书处，未经秘书处

书面授权，不得以任何方式抄袭、翻译《实践指南》的任何

部分。凡转载或引用本《实践指南》的观点、数据，请注明

“来源：全国网络安全标准化技术委员会秘书处”。
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摘 要

本《实践指南》旨在为人工智能加速芯片提供系统性的

安全技术要求和评估方法，推动人工智能芯片产品在保障安

全可控基础上实现高质量发展。指南围绕人工智能加速芯片

构成与功能特性，聚焦七个安全维度：硬件安全、接口安全、

固件安全、安全存储单元、密码技术机制、故障检测与诊断、

数据保护，明确每类安全要求的具体指标与测评流程，构建

“要求—方法”一一对应的技术规范体系。本指南适用于相

关人工智能芯片研制单位、测评机构及使用方，为产业安全

发展提供技术支撑与合规参考。
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人工智能加速芯片安全功能技术规范

1 范围

本文件规定了人工智能加速芯片在硬件安全、接口安全、固件安

全、安全存储单元、密码技术机制、故障检测与诊断和数据保护七个

方面的安全功能要求，并给出了相应的测评方法。

本文件适用于人工智能加速芯片的设计、开发和应用，也为开展

相应的安全评估和检测认证活动提供参考。

2 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可

少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本

文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用

于本文件。

GM/T 0008—2012 安全芯片密码检测准则

3 术语和定义

下列术语和定义适用于本文件。

3.1 人工智能加速芯片 artificial intelligence accelerating chip
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具备适配人工智能算法的运算微架构，能完成人工智能应用加速

运算处理的集成电路。

注：典型的人工智能加速芯片有图形处理器（GPU）、神经网络处理器（NPU）
和张量处理器（TPU）。

[来源：GB/T 41867—2022，3.1.5，有修改]

3.2 逻辑接口 logic interface

能够实现数据交换功能但在物理上不存在，需要通过配置来建立

的接口。

[来源：GM/T 0008—2012，3.1.19，有修改]

3.3 物理接口 physical interface

涉及各种传输介质或传输设备的接口。

[来源：GM/T 0008—2012，3.1.18]

3.4 硬件可信根 hardware root of trust

嵌入在硬件内部、受物理保护的安全模块或功能组件，作为建立

计算系统信任链的初始可信基点，能够防篡改，用于安全地生成、存

储和处理密钥及敏感数据，并提供可验证的信任度量功能。

3.5 侧信道攻击 side-channel attack

通过观测和分析系统运行过程中泄露的、与内部敏感操作或数据

相关的物理信息（如执行时间、功耗、电磁辐射、声音、缓存访问模

式等），而非直接攻击其算法或逻辑漏洞，从而推断出系统敏感信息

（例如，密钥）的攻击方法。

3.6 固件 firmware
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存储在硬件设备中的非易失性存储器内，为设备特定功能提供底

层控制与支持的软件程序和数据。

3.7 可信执行环境 trusted execution environment

基于硬件级隔离及安全启动机制，为确保安全敏感应用相关数据

和代码的机密性、完整性、真实性和不可否认性目标构建的一种运算

环境。

[来源：GB/T 41388—2022，3.3，有修改]

4 概述

人工智能加速芯片的典型组成，包括加速计算核、控制单元、存

储单元和互联接口等,是人工智能应用系统中的算力根基。

本文件从芯片组成及功能作用等方面，将人工智能加速芯片安全

分为硬件安全、接口安全、固件安全、安全存储单元、密码技术机制、

故障检测与诊断和数据保护七个方面。

本文件将人工智能加速芯片安全功能要求分为基本级和增强级，

增强级新增要求采用“加粗”字体,具体的安全要求与测评方法映射关

系见附录 A。

5 安全要求

5.1 硬件安全

人工智能加速芯片硬件安全，满足如下要求：
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a) 同一型号的不同芯片应具有唯一标识；

b) 不应提供远程关闭、定位和与未声明的通信实体交互数据等

功能；

c) 应基于硬件可信根生成身份证书，支撑实现安全接入认证等；

d) 应确保在使用受硬件保护的根密钥加解密数据或派生密钥过

程中，能抵抗通过计时分析、能量分析或电磁分析等实施侧

信道攻击；

e) 应确保在芯片上电启动校验过程中，能抵抗通过电压、频率

或温度等实施故障注入攻击。

5.2 接口安全

人工智能加速芯片接口安全，满足以下要求：

a) 应提供逻辑或物理调试接口关闭机制；

b) 不应对外提供绕过安全保护机制直接或间接访问芯片内部存

储单元的逻辑或物理接口；

c) 应对调试接口、串口等接口调用提供鉴权机制，并且保护鉴

权信息的机密性和完整性。

5.3 固件安全

人工智能加速芯片固件安全，满足以下要求：
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a) 固件不应存在权威漏洞库（例如，CNNVD、CNVD 或 CVE

等）六个月前已公布的高危漏洞,并且应建立漏洞响应和恢复

机制；

b) 应具备固件备份和恢复机制，防止可能的篡改和损坏影响；

c) 应提供固件升级校验机制，检验固件内容完整性、来源真实

性等，校验失败则停止升级；

d) 应提供固件防回滚机制，防止固件版本回退；

e) 芯片上电启动过程中，应采用密码技术校验固件、系统引导

程序等的内容完整性、来源真实性，校验不通过则停止启动；

f) 应采用密码技术并基于硬件可信根进行完整性度量，支撑用

户验证固件完整性。

5.4 安全存储单元

人工智能加速芯片应提供片内安全存储单元（如，一次性烧写，

仅允许授权的进程读取），保护密钥等敏感参数的机密性、完整性。

5.5 密码技术机制

人工智能加速芯片包含的密码功能应符合 GM/T 0008—2012标

准“安全等级 1”所述要求。

5.6 故障检测与诊断

人工智能加速芯片应支持检测芯片硬件掉电、链路中断和固件损

坏等故障，并产生告警或日志记录。
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5.7 数据保护

人工智能加速芯片在数据保护方面，满足以下要求：

a) 应预置受硬件保护的根密钥；

b) 应支持基于受硬件保护的根密钥派生密钥，加密保护模型、

数据集等敏感数据；

c) 应提供硬件可信执行环境，保护模型参数、用户数据或密钥

等加载到人工智能加速芯片内存中运算处理过程中的机密性

和完整性。

6 测评方法

6.1 硬件安全

6.1.1 唯一标识

人工智能加速芯片的唯一标识要求，测评方法如下：

a) 测评指标：应符合 5.1 a) 的规定。

b) 测评步骤：检查芯片研制单位提供的芯片唯一标识举证文件，

或通过操作命令查询验证芯片唯一性标识，并验证该唯一性

标识是不可修改的。

c) 预期结果：举证文件或者芯片研制单位通过命令行实操演示

表明被测芯片具有唯一标识。

6.1.2 无法远程控制
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人工智能加速芯片的无远程控制接口要求，测评方法如下：

a) 测评指标：应符合 5.1 b) 的规定。

b) 测评步骤：

1) 通过专业设备扫描芯片是否插装定位装置；

2) 将芯片联通互联网后，检测是否存在可疑的进出流量。

c) 预期结果：被测芯片中，没有插装定位装置，不存在与未声

明实体通信的可疑流量。

6.1.3 设备硬件身份

人工智能加速芯片的设备硬件身份要求，测评方法如下：

a) 测评指标：应符合 5.1 c) 的规定。

b) 测评步骤：

1) 向设备发起身份验证请求，能够获取设备身份证书链；

2) 获取生成的设备身份证书链，校验设备身份证书和证书链。

c) 预期结果：

1) 执行测评步骤 1)，能够获取设备身份证书；

2) 执行测评步骤 2)，能够验证设备身份证书的有效性。

6.1.4 防侧信道攻击

人工智能加速芯片的防侧信道攻击要求，测评方法如下：

a) 测评指标：应符合 5.1 d) 的规定。

b) 测评步骤：
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1) 审阅芯片研制单位的举证文件，包括但不限于具备国家主

管部门授予检测资质的第三方机构出具的测试报告等；

2) 使用侧信道分析仪器，包括功耗（电流）、电磁辐射分析

装置，芯片研制单位需提供准确的触发信号和硬件执行位

置等信息，支持准确的采样时空定位，采样次数不小于

100000次，确认是否存在密钥或敏感信息泄露。

c) 预期结果：执行上述测评步骤 1)-2)，明确芯片研制单位已设

计、测试过防侧信道攻击相关能力，未发生密钥或敏感信息

泄露。

6.1.5 防故障注入

人工智能加速芯片的防故障注入要求，测评方法如下：

a) 测评指标：应符合 5.1 e) 的规定。

b) 测评步骤：

1) 审阅芯片研制单位的举证文件，包括但不限于具备国家主

管部门授予检测资质的第三方机构出具的测试报告等；

2) 使用故障注入分析仪器，包括电压、频率或温度等实施故

障注入，芯片研制单位需提供准确的触发信号，支持准确

的注入时间定位、注入次数不小于 10000次，确认在最优

注入条件下，是否存在安全启动绕过。
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c) 预期结果：执行测评步骤 1)-2),明确芯片研制单位已设计、测

试过防故障注入相关能力，无法通过故障注入绕过安全启动

机制。

6.2 接口安全

6.2.1 接口关闭

人工智能加速芯片的接口关闭要求，测评方法如下：

a) 测评指标：应符合 5.2 a) 的规定。

b) 测评步骤：

1) 审查芯片研制单位给出的技术方案，明确调试的串口、

JTAG口等是以何种方式关闭；

2) 验证逻辑或物理调试接口关闭机制的有效性。

c) 预期结果：人工智能加速芯片的逻辑或物理调试接口均已提

供了有效的关闭机制。

6.2.2 无旁路接口

人工智能加速芯片的无旁路接口要求，测评方法如下：

a) 测评指标：应符合 5.2 b) 的规定。

b) 测评步骤：

1) 扫描人工智能加速芯片，观测存在的逻辑或物理接口；

2) 尝试通过观测到的逻辑或物理接口，扫过接口鉴权机制，

获取系统数据或日志。
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c) 预期结果：被测芯片中，无法通过其暴露的逻辑或物理接口

在旁路鉴权机制的条件下，获取芯片内部数据。

6.2.3 接口鉴权

人工智能加速芯片的接口鉴权要求，测评方法如下：

a) 测评指标：应符合 5.2 c) 的规定；

b) 测评步骤：

1) 审查芯片研制单位给出的技术方案，明确调用芯片调试接

口、串口调用是否存在鉴权机制；

2) 尝试绕过鉴权机制或暴力猜测接口鉴权信息调用芯片调

试接口和串口。

c) 预期结果：被测芯片中的调试接口、串口调用均需经过鉴权，

并且鉴权机制无法被绕过，鉴权信息有机密性和完整性保护

机制。

6.3 固件安全

6.3.1 漏洞扫描

人工智能加速芯片的固件漏洞扫描要求，测评方法如下：

a) 测评指标：应符合 5.3 a) 的规定。

b) 测评步骤：

1) 使用软件工具扫描固件，查验是否存在 CNNVD、CNVD

或 CVE等权威漏洞库中六个月前已公布的高危漏洞；
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2) 审查芯片研制单位提供的漏洞响应与恢复制度文件，确认

已建立漏洞响应与恢复机制。

c) 预期结果：确认被测芯片固件不存在 CNNVD、CNVD或 CVE

等权威漏洞库中六个月前已公布的高危漏洞，并且已建立漏

洞响应与恢复机制。

6.3.2 备份和恢复

人工智能加速芯片的固件备份和恢复要求，测评方法如下：

a) 测评指标：应符合 5.3 b) 的规定。

b) 测评步骤：模拟固件包损坏或篡改，例如，在固件升级过程

中，突然断电，观测芯片能否自行恢复固件，正常启动运行。

c) 预期结果：被测芯片能够自行恢复固件并正常启动运行。

6.3.3 升级校验

人工智能加速芯片的固件升级校验要求，测评方法如下：

a) 测评指标：应符合 5.3 c) 的规定。

b) 测评步骤：

1) 对固件进行篡改后，再进行升级，验证能否升级成功；

2) 查验固件发布时，是否带有数字签名与验签或其他有效机

制，支撑验证固件发布来源的真实性。

c) 预期结果：

1) 执行测评步骤 1)，结果为篡改后的固件，无法用于设备 升
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级；

2) 执行测评步骤 2)，结果为固件发布时，附带有数字签名

与验签或其他有效机制，能够验证固件发布来源的真实性。

6.3.4 防回滚

人工智能加速芯片的固件防回滚要求，测评方法如下：

a) 测评指标：应符合 5.3 d) 的规定。

b) 测评步骤：构建一个版本号低于当前的固件，尝试用该低版

本的固件升级。

c) 预期结果：低版本的固件无法在芯片中完成升级。

6.3.5 安全启动

人工智能加速芯片的安全启动要求，测评方法如下：

a) 测评指标：应符合 5.3 e) 的规定。

b) 测评步骤：

1) 审查芯片研制单位给出的技术方案，了解芯片上电启动过

程中启动校验链上涉及的组件，查看芯片启动过程中是否

有对相应组件进行校验的日志记录；

2) 尝试篡改人工智能加速芯片相应的固件和系统引导程序

等，观测人工智能加速芯片能否正常启动；

3) 查验人工智能加速芯片相应的固件和系统引导程序等，是

否附带有数字签名或其他有效机制，能够用于验证其来源
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真实性。

c) 预期结果：

1) 执行测评步骤 1)，结果为能够看到芯片启动过程中，记录

的有对固件、系统引导程序等的完整性校验相关日志记录；

2) 执行测评步骤 2)，结果为篡改人工智能加速芯片相应的固

件或系统引导程序后，人工智能加速芯片无法正常启动；

3) 执行测评步骤 3)，结果为人工智能加速芯片相应的固件和

系统引导程序等，均附带有数字签名或其他有效机制，能

够验证其来源真实性。

6.3.6 度量验证

人工智能加速芯片的固件度量验证要求，测评方法如下：

a) 测评指标：应符合 5.3 f) 的规定。

b) 测评步骤：

1) 审查芯片研制单位提供的技术文件，明确人工智能加速芯

片固件度量验证过程；

2) 验证芯片能够基于硬件可信根（包括但不限于 TPM、TCM

或 TPCM）对固件生成完整性度量值，用户能够获取该度

量值，对比基线值，验证固件完整性。

c) 预期结果：执行测评步骤 1）-2），确认能够获取芯片固件完

整性度量值，能够通过对比基线值等方式验证固件完整性。

6.4 安全存储单元
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人工智能加速芯片的安全存储单元要求，测评方法如下：

a) 测评指标：应符合 5.4 的规定。

b) 测评步骤：

1) 审查芯片研制单位提供的技术方案，明确是否对密钥等敏

感参数提供安全存储单元；

2) 尝试篡改或非法访问密钥信息。

c) 预期结果：被测芯片为密钥等敏感参数提供安全存储单元，

且无法非授权篡改、访问其中的密钥信息。

6.5 密码技术机制

人工智能加速芯片的密码技术机制要求，测评方法如下：

a) 测评指标：应符合 5.5 的规定。

b) 测评步骤：检查芯片研制单位能否出示由国家密码管理局商

用密码检测认证中心颁发的，符合GM/T 0008—2012标准“安

全等级 1”或更高等级要求的认证证书。

c) 预期结果：芯片研制单位能够出示由国家密码管理局商用密

码检测认证中心颁发的，符合 GM/T 0008—2012 标准“安全

等级 1”或更高等级要求的认证证书。

6.6 故障检测与诊断

人工智能加速芯片的故障检测与诊断要求，测评方法如下：

a) 测评指标：应符合 5.6 的规定。
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b) 测评步骤：

1) 审查芯片研制单位给出的技术方案，明确被测芯片支持检

测的故障类型；

2) 分别模拟芯片硬件掉电、链路中断和固件损坏故障，观测

是否产生告警信息或日志记录。

c) 预期结果：被测芯片支持对硬件掉电、链路中断和固件损坏

等故障的检测和告警或生成日志记录。

6.7 数据保护

6.7.1 根密钥

人工智能加速芯片的根密钥要求，测评方法如下：

a) 测评指标：应符合 5.7 a) 的规定。

b) 测评步骤：

1) 审查芯片研制单位提供的技术方案，查看是否在芯片中预

置受硬件保护的根密钥；

2) 验证使用该根密钥加密数据后，将数据密文复制到其他设

备上也无法解密；

3) 尝试修改、导出该根密钥明文。

c) 预期结果：被测芯片中预置受硬件保护的根密钥，经根密钥

加密的数据无法在其他设备上解密，且无法修改、导出该根

密钥。
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6.7.2 模型与数据加密

人工智能加速芯片的模型与数据加密要求，测评方法如下：

a) 测评指标：应符合 5.7 b) 的规定。

b) 测评步骤：验证能够调用该受硬件保护的根密钥直接或间接

对模型参数或用户数据等进行加解密。

c) 预期结果：能够调用被测芯片预置的受硬件保护的根密钥直

接或间接加解密模型参数或用户数据。

6.7.3 可信执行环境

人工智能加速芯片的可信执行环境要求，测评方法如下：

a) 测评指标：应符合 5.7 c) 的规定。

b) 测评步骤：

1) 审查芯片研制单位提供的技术方案，了解可信执行环境技

术原理、操作步骤等；

2) 验证支持用户将模型参数、用户数据或密钥等调入可信执

行环境中进行加解密保护，可信执行环境之外无法获取模

型参数、用户数据或密钥明文；

3) 尝试通过操作系统层、虚拟机监视器或物理探针等攻击面，

读取或篡改可信执行环境中的内存数据。

c) 预期结果：人工智能加速芯片提供硬件可信执行环境，且支

持用户将模型参数、用户数据或密钥调入可信执行环境保护，
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可信执行环境之外的进程无法抓取可信执行环境中的内存数

据。
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附 录 A

（规范性）

安全要求与测评方法映射

本文件对人工智能加速芯片提出的安全要求和相应的测评方法

总结见表 A.1。

表 A.1 安全要求与测评方法映射表

安全要求 条款 测评方法

基本级 硬件安全 5.1 a) 6.1.1
5.1 b) 6.1.2

接口安全 5.2 a) 6.2.1
5.2 b) 6.2.2
5.2 c) 6.2.3
5.2 d) 6.2.4

固件安全 5.3 a) 6.3.1
5.3 b) 6.3.2
5.3 c) 6.3.3
5.3 d) 6.3.4

安全存储单元 5.4 6.4
密码技术机制 无 无

故障检测与诊断 5.6 6.6
数据保护 无 无

增强级 硬件安全 5.1 a) 6.1.1
5.1 b) 6.1.2
5.1 c) 6.1.3
5.1 d) 6.1.4
5.1 e) 6.1.5

接口安全 5.2 a) 6.2.1
5.2 b) 6.2.2
5.2 c) 6.2.3
5.2 d) 6.2.4

固件安全 5.3 a) 6.3.1
5.3 b) 6.3.2
5.3 c) 6.3.3
5.3 d) 6.3.4
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表 A.1 安全要求与测评方法映射表（续）

安全要求 条款 测评方法

增强级 固件安全 5.3 e) 6.3.5
5.3 f) 6.3.6

安全存储单元 5.4 6.4
密码技术机制 5.5 6.5
故障检测与诊断 5.6 6.6
数据保护 5.7 a) 6.7.1

5.7 b) 6.7.2
5.7 c) 6.7.3
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